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Abstract Equivalent \([\alpha(\Phi)]\)-times uniformly Gâteaux differentiable norms are constructed for large classes of Musielak–Orlicz spaces \(L_\Phi(\Omega, \Sigma, \mu)\). Equivalent \([p]\)-times uniformly Gâteaux differentiable norms are constructed in Nakano sequence spaces \(\ell(p_n)\), where \(1 \leq p = \liminf_{n \to \infty} p_n \leq \limsup_{n \to \infty} p_n < \infty\) and the set \(A = \{n \in \mathbb{N} : p_n < p\}\) is finite.

1 Introduction.

The existence of smooth bump functions on a Banach space is important for many problems of nonlinear analysis [3], [4]. It is well known that in a Banach space an equivalent norm of some order of smoothness generates a bump with the same order of smoothness. Thus all positive results on the existence of smooth equivalent norms are transferred directly for bumps.

The problem of best order of Fréchet differentiability of bump functions for \(L_p\)-spaces is solved in [1], [12] and for Orlicz spaces in [9], [10]. An excellent overview of the development of the smoothness problems in Banach spaces may be found in [5].

Estimates for the order of Fréchet differentiability of norms in Musielak–Orlicz sequence spaces and of bump functions in Nakano sequence spaces have been found in [11]. Troyanski [13] found equivalent \(p\)-times Gâteaux differentiable equivalent norms in \(L_p\) over \(\sigma\)-finite space, \(p\) odd, thus showing that the best order of Gâteaux differentiability in the class of all equivalent norms in this case is better that the best order of Fréchet differentiability. The same phenomenon was established in [8] for Orlicz sequence and function spaces.

Our aim is to construct equivalent norms, that are uniformly Gâteaux differentiable in some Musielak–Orlicz and Nakano spaces and to find cases when the order of Gâteaux differentiability of the norm is higher that the best order of Fréchet smoothness of the space.

2 Preliminaries.

In what follows \(X\) and \(Y\) are Banach spaces, \(S_X\) and \(B_X\) the unit sphere and the unit ball of \(X\) respectively. By \(\mathbb{N}\) we denote the naturals and by \(\mathbb{R}\) the reals. The space of all continuous symmetric \(j\)-linear forms

\[
T : \underbrace{X \times X \times \cdots \times X}_{j \text{-times}} \to Y
\]
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equipped with the norm

$$\|T\|_1 = \sup\{\|T(x_1, \ldots, x_j)\| : x_i \in B_X, 1 \leq i \leq j\}$$

is denoted by $B^j(X, Y)$. We write $T(\underbrace{x, \ldots, x}_j) = T(x^j)$.

**Definition 2.1** The map $f : X \rightarrow Y$ is said to be Gâteaux differentiable at $x \in X$ if for each $h \in X$

$$f'(x; h) = \lim_{t \to 0} \frac{f(x + th) - f(x)}{t}$$

exists and is a linear continuous function in $h$, i.e. $f' \in B(X, Y)$. The higher order Gâteaux differentiability is defined inductively. Suppose the $(k-1)$–th derivative $f^{(k-1)}$ of $f$ is defined in a neighbourhood $U(x)$ of $x$, $f^{(k-1)}(y) \in B^{k-1}(X, Y)$ for every $y \in U(x)$. Then $f$ is called $k$–times Gâteaux differentiable at $x$ if $f^{(k-1)} : U(x) \rightarrow B^{k-1}(X, Y)$ is Gâteaux differentiable at $x$, i.e. if there exists $f^{(k)}(x) \in B^k(X, Y)$ such that for each $h \in X$

$$(1) \quad \lim_{t \to 0} \frac{f^{(k-1)}(x + th : \cdot) - f^{(k-1)}(x : \cdot)}{t} = f^{(k)}(x : h),$$

where the limit is understood with respect to the norm in $B^{(k-1)}(X, Y)$.

The class of all $k$–times Gâteaux differentiable maps at any $x \in A \subset X$ is denoted by $G^k(A)$. If $f \in G^k(S_X)$ and the limit in (1) is uniform on $x$ for every fixed $h$ then we say that $f$ is $k$–times uniformly Gâteaux differentiable on $S_X$ and we write $f \in UG^k(S_X)$.

We mention that if the limit $s$ above are uniform for $h \in S_X$ the map is said Fréchet ($k$–times Fréchet) differentiable in $x$. A Banach space which possesses $k$–times Gâteaux (Fréchet) differentiable bump function (real valued function with bounded support) is called $G^k(F^k)$–smooth.

Throughout the paper $(\Omega, \Sigma, \mu)$ is a measure space.

We recall that $M$ is called an Orlicz function, provided $M$ is even, convex, continuous nondecreasing in $[0, \infty)$ function with $M(0) = 0$, $M(t) > 0$ for any $t \neq 0$.

**Definition 2.2** A two variable real valued function $\Phi(u, s) : [0, \infty) \times \Omega \rightarrow [0, \infty)$ is called a Musielak–Orlicz function with a parameter or a Musielak–Orlicz function or MO function if for a.a. $s \in \Omega$, $u \rightarrow \Phi(u,s)$ is an Orlicz function and for all $u \in [0, \infty)$, $s \rightarrow \Phi(u,s)$ is $\Sigma$–measurable.

**Definition 2.3** The Musielak–Orlicz space $L_\Phi(\Omega, \Sigma, \mu)$ is the space of all classes $f$ of equivalent $\mu$–measurable functions over the measure space $(\Omega, \Sigma, \mu)$ such that:

$$\tilde{\Phi} \left( \frac{f}{\lambda} \right) = \int_\Omega \Phi \left( \frac{f(s)}{\lambda}, s \right) d\mu(s) < \infty$$

for some $\lambda > 0$. 
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The space $L_\Phi(\Omega, \Sigma, \mu)$ is a Banach space if endowed with the Luxemburg’s norm:

$$\|f\|_\Phi = \inf \left\{ \lambda > 0 : \Phi \left( \frac{f}{\lambda} \right) = 1 \right\}.$$

The most common examples of Musielak–Orlicz spaces are the sequence spaces $\ell_{\{\Phi_n\}}$, the function spaces $L_\Phi(0, 1)$ and $L_\Phi(0, \infty)$ that correspond to the cases: $\Omega$ countable union of atoms of equal mass, $\Omega = [0, 1]$ and $\Omega = (0, \infty)$, $\mu$ the usual Lebesgue measure.

**Definition 2.4** We say that the Musielak–Orlicz function $\Phi : \mathbb{R} \times \Omega \to \mathbb{R}$ satisfies the $\Delta^*_p$ condition if there exist a positive constant $k$ and a nonnegative integrable over $\Omega$ function $h$, such that:

$$\Phi(\lambda t, s) \geq k\lambda^p(\Phi(t, s) - h(s)) \tag{2}$$

for any $t \geq 0$ and $\lambda \geq 1$.

If $h \equiv 0$ then we say that $\Phi$ satisfies the uniform $\Delta^*_p$ condition.

**Definition 2.5** We say that the Musielak–Orlicz function $\Phi : \mathbb{R} \times \Omega \to \mathbb{R}$ satisfies the $\Delta^q$ condition if there exist a positive constant $K$ and a nonnegative integrable over $\Omega$ function $h$, such that:

$$\Phi(\lambda t, s) \leq K\lambda^q(\Phi(t, s) + H(s)) \tag{3}$$

for any $t \geq 0$ and $\lambda \geq 1$.

If $H \equiv 0$ then we say that $\Phi$ satisfies the uniform $\Delta^q$ condition.

**Definition 2.6** Given a Musielak–Orlicz function $\Phi$, lower and upper indices $\alpha(\Phi), \beta(\Phi)$ respectively are defined as follows:

$$\alpha(\Phi) = \sup \{ p : \Phi \in \Delta^*_p \}, \quad \beta(\Phi) = \inf \{ q : \Phi \in \Delta^q \}.$$  

**Definition 2.7** Let $\{p_n\}_{n=1}^\infty$, $p_n \geq 1$. The space of all sequences $\{x_n\}$ such that

$$\overline{N}(x/\lambda) = \sum_{n=1}^\infty \left| \frac{x_n}{\lambda} \right|^{p_n} < \infty$$

for some $\lambda > 0$ is called a Nakano sequence space and denoted by $\ell_{\{p_n\}}$.

We consider the usual Luxemburg’s norm.
3 Main results

Theorem 1 Let $\Phi$ be a Musielak–Orlicz function with $1 \leq \alpha(\Phi) \leq \beta(\Phi) < \infty$ and let for some $k \in [1, \alpha(\Phi)]$:

i) there exist non-negative integrable over $\Omega$ function $h$ and positive constant $c_0$ such that:

$$\Phi(uv, s) \leq c_0 u^k (\Phi(v, s) + h(s))$$

for all $u \in [0, 1]$, $v \in \mathbb{R}^+$ and a.a. $s \in \Omega$;

ii) $\lim_{u \to 0} \frac{\Phi(u, s)}{u^k} = 0$ for a.a. $s \in \Omega$.

Then for any measure space $(\Omega, \Sigma, \mu)$ with a positive measure there is an equivalent $UG^k$–smooth norm in $L_{\Phi}(\Omega, \Sigma, \mu)$.

Theorem 2 Let $\{p_n\}_{n=1}^\infty$ be such that $1 \leq p = \lim\inf_{n \to \infty} p_n \leq \lim\sup_{n \to \infty} p_n < \infty$ and the set $A = \{n \in \mathbb{N} : p_n < p\}$ is finite. Then there exist an equivalent $UG^p$–smooth norm in $\ell_{\{p_n\}}$.

4 Auxiliary results

4.1 Uniform Gâteaux differentiability of Musielak–Orlicz spaces

Following [8] for any $c \geq 1$ we denote by $F(c)$ the class of all non-decreasing continuous functions $f : \mathbb{R}^+ \to \mathbb{R}^+$, $f \neq 0$, such that:

$(\ast)$ $f(0) = 0$;

$(\ast\ast)$ $f(b) - f(a) \leq c(b - a) \frac{f(b)}{b}$ for any $0 \leq a \leq b$, $b \neq 0$.

Let $f(t, s) : \mathbb{R}^+ \times \Omega \to \mathbb{R}^+$. Denote $I(f) = I(f)(u, s) = \int_0^t f(u, s) du$ and inductively $I^n(f) = I^n(f)(u, s) = I(I^{n-1}(f)(u, s))$.

Theorem 3 Let $f(t, s) : \mathbb{R}^+ \times \Omega \to \mathbb{R}^+$ and $f \in F(c)$ for a fixed $c \geq 1$ and almost all $s \in \Omega$. Then for every measure space $(\Omega, \Sigma, \mu)$ with positive measure $\mu$ the Musielak–Orlicz function space $L_{\Phi}(\Omega, \Sigma, \mu)$, $\Phi = I^k(f)$ admits equivalent $UG^k$–smooth norm.

We omit here the proof because it can be obtained by carefully following step by step the proof from [8] of the analogous result for Orlicz spaces.

4.2 Musielak–Orlicz functions satisfying simultaneously uniform $\Delta^p$ and $\Delta^q$ conditions

Definition 4.1 We say that $\Phi_1$ is equivalent to $\Phi_2$ and we denote it by $\Phi_1 \sim \Phi_2$ if there are constants $C_i, K_i, i = 1, 2$ and non-negative integrable over $\Omega$ functions $h_i, i = 1, 2$ satisfying

$$C_1 \Phi_1(K_1 u, s) \leq \Phi_2(u, s) + h_1(s),$$
for all $u \geq 0$ and a.a. $s \in \Omega$.

It is well known that for equivalent Musielak–Orlicz functions $\Phi_1$ and $\Phi_2$ the Musielak–Orlicz spaces $L_{\Phi_1}$ and $L_{\Phi_2}$ are isomorphic (e.g. [6]).

It is well known (e.g. [6],[7]) that if a Musielak–Orlicz function $\Phi$ satisfies the $\Delta^{*p}$ ($\Delta^q$) condition then there exists an equivalent Musielak–Orlicz function $\Psi$ which satisfies the uniform $\Delta^{*p}$ ($\Delta^q$) condition. For the proof of the main result we will need the following stronger result which could be of interest by itself.

**Theorem 4** Let $\Phi$ satisfies the $\Delta^{*p}$ and $\Delta^q$ conditions for some $1 \leq p \leq q < \infty$. Then there exists $\tilde{\Phi} \sim \Phi$ and positive constants $k_1$, $K_1$, such that

$$k_1 \lambda^p \Phi(t, s) \leq \tilde{\Phi}(\lambda t, s) \leq K_1 \lambda^{p+q+1} \Phi(t, s)$$

for any $\lambda \geq 1$, $t \geq 0$, $s \in \Omega$, i.e. $\tilde{\Phi}$ satisfies the uniform $\Delta^{*p}$ and $\Delta^{p+q+1}$ conditions simultaneously.

**Proof:** Suppose that $\Phi$ satisfies (2) and (3).

Denote $b_1(s) = \Phi^{-1}(2h_1(s))$, $B_1(s) = \Phi^{-1}(H_1(s))$, $b(s) = \max\{b_1(s), B_1(s)\}$. Obviously $b_1, B_1, b \in L_\Phi$ are non–negative functions. Following [6] one can easily prove that there exist positive constants $k_2$ and $K_2$ such that

$$k_2 \lambda^p \Phi(t, s) \leq \Phi(\lambda t, s) \leq K_2 \lambda^{p+q+1} \Phi(t, s).$$

for $t \geq b(s)$, $\lambda \geq 1$.

Indeed (2) and (3) imply for $t \geq b(s)$ and for any $\lambda \geq 1$:

$$\Phi(\lambda t, s) \geq k\lambda^p \left( \Phi(t, s) - \frac{1}{2} \Phi(b_1(s), s) \right) \geq \frac{k}{2} \lambda^p \Phi(t, s),$$

$$\Phi(\lambda t, s) \leq K\lambda^q (\Phi(t, s) + \Phi(B_1(s), s)) \leq 2K\lambda^q \Phi(t, s).$$

Consider $\Phi(x, s) = \int_0^x \varphi(t, s) t^{p-1} dt$, where

$$\varphi(t, s) = \begin{cases} \Phi(b(s), s) \frac{t}{b^{p+1}(s)}, & 0 \leq t \leq b(s) \\ \sup_{b(s) \leq y \leq t} \frac{\Phi(y, s)}{y^p(s)}, & t > b(s). \end{cases}$$

We will prove that $\Phi$ satisfies (6) and is equivalent to $\Phi$. 
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For the constants in (8) do not depend on \( s \in \Omega \) to get (6) it is enough to prove that for any Orlicz function \( \Psi \) the inequality

\[
k_2 \lambda^p \Psi(t) \leq \Psi(\lambda t) \leq K_2 \lambda^q \Psi(t), \quad \text{for all } t \geq b, \lambda \geq 1
\]

implies the existence of positive constants \( k_1 \) and \( K_2 \), depending only on \( k_2, K_2, p \) and \( q \) such that for any \( \lambda \geq 1, t \geq 0 \) the inequality holds:

\[
k_2 \lambda^p \overline{\Psi}(t) \leq \overline{\Psi}(\lambda t) \leq K_2 \lambda^q \overline{\Psi}(t),
\]

where \( \overline{\Psi}(t) = \int_0^t \Psi(u) u^{p-1} du \) with

\[
\Psi(t) = \begin{cases} 
\frac{\Psi(b)}{b^{p+1}} t, & 0 \leq t \leq b \\
\sup_{b \leq y \leq t} \frac{\Psi(y)}{y^p}, & t > b.
\end{cases}
\]

Obviously

\[
\overline{\Psi}(t) = \frac{\Psi(b)}{p+1} t^{p+1}, \quad 0 \leq t \leq b;
\]

\[
\overline{\Psi}(t) = \frac{\Psi(b)}{p+1} t^{p+1} + \int_b^t \sup_{b \leq y \leq x} \frac{\Psi(y)}{y^p} x^{p-1} dx, \quad t > b.
\]

By using (10) we easily get for any \( \lambda \geq 1 \) the following inequalities that we will need in the sequel:

\[
\sup_{b \leq y \leq \lambda t} \frac{\Psi(y)}{y^p} \leq \frac{1}{k_2} \frac{\Psi(\lambda t)}{(\lambda t)^p};
\]

\[
\sup_{b \leq y \leq \lambda t} \frac{\Psi(y)}{y^p} = \sup_{b \leq y \leq \lambda y} \frac{\Psi(\lambda y)}{(\lambda y)^p} \leq K_2 \lambda^{q-p} \sup_{b \leq y \leq t} \frac{\Psi(y)}{y^p}.
\]

Consider separately the cases:

I case: \( 0 \leq t \leq \lambda t \leq b \) Obviously (12) implies \( \overline{\Psi}(\lambda y) = \lambda^{p+1} \overline{\Psi}(t) \), i.e. (6) with \( k_1 = K_1 = 1 \).

II case: \( 0 \leq t \leq b < \lambda t \). Now (12) and (13) imply:

\[
\overline{\Psi}(\lambda t) = \frac{\Psi(b)}{p+1} t^{p+1} + \int_b^{\lambda t} \Psi(u) u^{p-1} du \geq \frac{\Psi(b)}{p+1} t^{p+1} + \frac{\Psi(b)}{b^p} \frac{\lambda^p b^p - b^p}{p+1}
\]

\[
\geq \lambda^p \frac{\Psi(b)}{p+1} \left( \frac{t}{b} \right)^{p+1} = \lambda^p \overline{\Psi}(t).
\]
On the other hand using (14), (10) and (12) we get

\[ \Psi(\lambda t) \leq \frac{\Psi(b)}{p+1} + \frac{1}{k_2} \Psi(\lambda t) \int_b^\lambda u^p-1 \, du \leq \frac{\Psi(b)}{p+1} + \frac{1}{k_2} \frac{\Psi(\lambda t)}{p} \]

\[ \leq \left( \frac{1}{p+1} + \frac{1}{k_2 p} \right) \Psi(\lambda t) \leq K_2 \left( \frac{1}{p+1} + \frac{1}{k_2 p} \right) \lambda^q \Psi(b) \]

\[ \leq K_3 \lambda^{p+q+1} \frac{\Psi(b)}{b^{p+1}} \frac{t^p+1}{p+1} \leq K_3 \lambda^{p+q+1} \Psi(t), \]

where \( K_3 = K_2 \left( 1 + \frac{p+1}{pk_2} \right) \).

III case: \( 0 \leq b < t \leq \lambda t \). First we put \( \Psi(\lambda t) = \int_0^{\lambda b} \Psi(u)u^{p-1} \, du + \int_{\lambda b}^{\lambda t} \Psi(u)u^{p-1} \, du \) and estimate the two integrals separately.

\[ \int_0^{\lambda b} \Psi(u)u^{p-1} \, du = \frac{\Psi(b)}{p+1} + \int_b^{\lambda b} \Psi(u)u^{p-1} \, du \geq \frac{\Psi(b)}{p+1} + \frac{\Psi(b)}{b^{p}} \frac{\lambda b^p - b^p}{p+1} dt = \lambda^p \int_0^b \Psi(u)u^{p-1} \, du, \]

and

\[ \int_{\lambda b}^{\lambda t} \Psi(u)u^{p-1} \, du = \lambda^p \int_b^t \Psi(\lambda u)u^{p-1} \, du = \lambda^p \int_b^t \sup_{b \leq y \leq \lambda u} \frac{\Psi(y)}{y^p} u^{p-1} \, du \geq \lambda^p \int_b^t \Psi(u)u^{p-1} \, du. \]

The last two inequalities give us:

\[ \Psi(\lambda t) \geq \lambda^p \Psi(t). \]

As above, by using (14) and (15) we obtain

\[ \Psi(\lambda t) = \Psi(\lambda b) + \lambda^p \int_b^t \Psi(\lambda u)u^{p-1} \, du \]

\[ \leq K_3 \lambda^{p+q+1} \Psi(b) + \lambda^p \int_b^t \left( \sup_{b \leq y \leq \lambda b} \frac{\Psi(y)}{y^p} + \sup_{\lambda b \leq y \leq \lambda u} \frac{\Psi(y)}{y^p} \right) u^{p-1} \, du \]

\[ \leq K_3 \lambda^{p+q+1} \Psi(b) + \lambda^p \left( \frac{1}{k_2} \Psi(\lambda b) + \sup_{\lambda b \leq y \leq \lambda u} \frac{\Psi(y)}{y^p} \right) u^{p-1} \, du \]

\[ \leq K_3 \lambda^{p+q+1} \Psi(b) + \lambda^p \left( \frac{1}{k_2} + 1 \right) K_2 \lambda^{q-p} \int_b^t \Psi(u)u^{p-1} \, du \]

\[ \leq K_3 \lambda^{p+q+1} \left( \Psi(b) + \int_b^t \Psi(u)u^{p-1} \, du \right) = K_3 \lambda^{p+q+1} \Psi(t). \]

The inequality (10) is proved with \( k_1 = 1, K_1 = \max \left\{ 1, K_2 \left( 1 + \frac{p+1}{pk_2} \right) \right\} \). Therefore \( \Phi \) satisfies (6) with \( k_1, K_1 \), not depending on \( s \in \Omega, \lambda \geq 1 \) and \( t \geq 0 \).
Finally we show that $\Phi \sim \Phi$.

By using (8) we have for $t \geq b(s)$:

$$
\Phi(t, s) = \Phi(b(s), s) + \int_{b(s)}^{t} \sup_{y \leq u \leq t} \frac{\Phi(y, s)}{u^{p-1}} du = \frac{\Phi(b(s), s) + \int_{b(s)}^{t} \Phi(u, s) du}{p+1}.
$$

As $\Phi$ is increasing the inequality holds true for $0 \leq t < b(s)$ also.

On the other hand the $\Delta^q$ condition (3) implies that

$$
\Phi(2t, s) \leq L\Phi(t, s) + G(s), \quad \text{for all } t \geq 0,
$$

where $L$ is positive constant, while $G$ is non-negative integrable over $\Omega$ function. Equivalently

$$
\Phi(t/2, s) \geq \frac{1}{L}(\Phi(t, s) - G(s)).
$$

Now we easily get for $t \geq b$:

$$
\Phi(t, s) \geq \frac{\Phi(b(s), s)}{p+1} + \int_{b(s)}^{t} \frac{\Phi(u, s)}{u^{p-1}} du = \frac{\Phi(b(s), s) + \int_{0}^{b(s)} \Phi(u, s) du}{p+1} - \int_{0}^{b(s)} \frac{\Phi(u, s)}{u^{p-1}} du
$$

$$
\geq \frac{\Phi(b(s), s)}{p+1} + \int_{0}^{b(s)} \frac{\Phi(u, s)}{u^{p-1}} du - \Phi(b(s), s) \geq \Phi(t/2, s) - \frac{p}{p+1} \Phi(b(s), s)
$$

$$
\geq \frac{1}{L} (\Phi(t, s) - G(s)) - \frac{p}{p+1} \Phi(b(s), s),
$$

i.e.

$$
\Phi(t, s) \leq L\Phi(t, s) + G(s) - \frac{LP}{p+1} \Phi(b(s), s).
$$

Obviously $\Phi(t, s) \leq \Phi(b(s), s)$ for $t \leq b(s)$. Therefore

$$
\Phi(t, s) \leq L\Phi(t, s) + G_1(s), \quad \text{for all } t \leq b(s),
$$

where $G_1(s) = G(s) + \frac{LP}{p+1} \Phi(b(s), s)$ is non-negative and integrable over $\Omega$. \hfill \Box

**Corollary 4.1** Let $\Phi$ be a Musielak–Orlicz function with $1 \leq \alpha(\Phi) \leq \beta(\Phi) < \infty$ and let for some $k \in [1, \alpha(\Phi)]$:

i) there exist a non-negative integrable function $h$ and a positive constant $c_0$ such that:

$$
\Phi(uv, s) \leq c_0 u^k (\Phi(v, s) + h(s))
$$

for all $u \in [0, 1], v \in \mathbb{R}^+$ and a.a. $s \in \Omega$;

ii) $\lim_{u \to 0} \frac{\Phi(u, s)}{u^k} = 0$ for a.a. $s \in \Omega$.

Then there exists a Musielak–Orlicz function $\Phi \sim \Phi$ satisfying i), ii) and the uniform $\Delta^p$ and $\Delta^{p+q+1}$ conditions (6).
Proof: Without loss of generality we may assume $c_0 \geq 1$. Choose $p$ with $\alpha(\Phi) \in (p, p+1)^2$ and $q < \beta(\Phi)$. Then $\Phi$ satisfies the $\Delta^*p$-condition and $\Delta^q$-condition. Consider now the Musielak–Orlicz function $\overline{\Phi}$ constructed in Theorem 4. Taking into account (16) and

\[ \overline{\Phi}(t, s) = \frac{\Phi(b(s), s)}{b(s)} \left( \frac{t}{b(s)} \right)^{p+1}, \quad 0 \leq t \leq b(s) \]

we can write

\[ \overline{\Phi}(t, s) \leq \frac{1}{k_2} \left( \Phi(t, s) + \frac{k_2}{p+1} \frac{t^k}{b^k(s)} \Phi(b(s), s) \right). \]

Now for any $u \in [0, 1]$ we get:

\[ \overline{\Phi}(uv, s) \leq \frac{1}{k_2} \Phi(uv, s) + u^k \frac{\Phi(b(s), s)}{p+1}, \quad 0 \leq v \leq b(s); \]

\[ \overline{\Phi}(uv, s) \leq \frac{1}{k_2} \Phi(uv, s) + \frac{c_0}{p+1} u^k (\Phi(v, s) + h(s)), \quad b(s) < v. \]

By using once more the property i) of $\Phi$ we obtain:

\[ \overline{\Phi}(uv, s) \leq Cu^k (\Phi(v, s) + h(s)), \]

where $C = c_0 \left( \frac{1}{k_2} + \frac{1}{p+1} \right)$ and $h_1 = h(s) + \Phi(b(s), s)$. To show that $\overline{\Phi}$ satisfies i) it is enough simply to use the equivalence $\overline{\Phi} \sim \Phi$ in the last inequality. On the other hand $\Phi$ obviously satisfies the condition ii) according to (19). \[ \square \]

We mention that a “better” result than Theorem 4 holds true:

**Theorem 5** Let $\Phi$ satisfies the $\Delta^*p$ and $\Delta^q$ conditions for some $1 \leq p \leq q < \infty$. Then there exists $\overline{\Phi} \sim \Phi$ and positive constants $k_1, K_1'$, such that

\[ k_1' \lambda^p \overline{\Phi}(t, s) \leq \overline{\Phi}(\lambda t, s) \leq K_1' \lambda^q \overline{\Phi}(t, s) \]

for any $\lambda \geq 1$, $t \geq 0$, $s \in \Omega$, i.e. $\overline{\Phi}$ satisfies the uniform $\Delta^*p$ and $\Delta^q$ conditions simultaneously.

The proof is similar to that of Theorem 4, by considering $\overline{\Phi}(x, s) = \int_0^x \varphi(t, s) t^{p-1} dt$, where

\[ \varphi(t, s) = \begin{cases} \Phi(b(s), s) / b(s), & 0 \leq t \leq b(s) \\ \inf_{b(s) \leq y \leq t} \Phi(y, s) / y^q(s), & t > b(s). \end{cases} \]

The function $\overline{\Phi}$ in this case does not inherit the properties i) and ii) in Corollary 4.1 and we will not use it in the sequel.

\[ ^2 \text{If } \Phi \text{ satisfies the } \Delta^{\alpha(\Phi)} \text{-condition we simply choose } p = \alpha(\Phi) \]
5 Proof of Theorem 1

Theorem 1 Let \( \Phi \) be a Musielak–Orlicz function with \( 1 \leq \alpha(\Phi) \leq \beta(\Phi) < \infty \) and let for some \( k \in [1, \alpha(\Phi)] \):

i) there exist non-negative integrable function \( h \) and positive constant \( c_0 \) such that:

\[
\Phi(u, v, s) \leq c_0 u^k(\Phi(v, s) + h(s))
\]

for all \( u \in [0,1], v \in \mathbb{R}^+ \) and a.a. \( s \in \Omega \);

ii) \( \lim_{u \to 0} \frac{\Phi(u, s)}{u^k} = 0 \) for a.a. \( s \in \Omega \).

Then for any measure space \((\Omega, \Sigma, \mu)\) with a positive measure there is an equivalent \( \text{UG}^k \)-smooth norm in \( L_\Phi(\Omega, \Sigma, \mu) \).

Proof: Choose \( p \) with \( \alpha(\Phi) \in [p, p+1) \) and \( q \in (\beta(\Phi), +\infty) \) and consider the function \( \Phi_\sim \Phi \) constructed in Corollary 4.1, which satisfies simultaneously the uniform \( \Delta^p \) and \( \Delta^{p+q+1} \). Put \( \beta = p + q + 1 \) and \( \Phi_1(u, s) = \int_0^u \frac{\Phi(t, s)}{t} \, dt, u \geq 0 \). Obviously

\[
\Phi(u/2, s) \leq \Phi_1(u, s) \leq \Phi(u, s), \quad (22)
\]

i.e. \( \Phi \sim \Phi_1 \) at 0 and \( \infty \). Denote

\[
\rho(u, s) = \begin{cases} 
\frac{\Phi_1(u, s)}{u^k}, & u > 0 \\
0, & u = 0
\end{cases}
\]

and \( f_\Phi^k(u, s) = \max\{\rho(t, s) : t \in [0, u]\}, u \geq 0 \). We will prove first that \( f_\Phi^k(u, s) \in F(c) \) for some positive constant \( c \). Indeed

\[
(23) \quad \Phi(u, s) \leq c2^{\beta} \Phi(u/2, s) \leq c2^{\beta+1} \Phi_1(u, s).
\]

Let \( 0 \leq a < b, d_s = \max\{u \in [0, b] : \rho(u, s) = f_\Phi^k(b, s)\} \). Obviously \( f_\Phi^k(b, s) = f_\Phi^k(a, s) \) if \( d_s \leq a \). If \( a < d_s \) by the convexity of \( \Phi_1 \) and (22), (23) we get for some \( \theta \in (0,1) \)

\[
f_\Phi^k(b, s) - f_\Phi^k(a, s) \leq \frac{\Phi_1(d_s, s) - \Phi_1(a, s)}{d_s - a} = \left(d_s - a\right) \frac{\Phi(a + \theta(d_s - a), s)}{d_s(a + \theta(d_s - a)), s},
\]

and obviously \( u \to f_\Phi^k(u, s) \) is nondecreasing, continuous for \( u \geq 0 \) and \( f_\Phi^k(0, s) = 0 \) and thus the space \( L_N(\Omega, \Sigma, \mu) \) is \( \text{UG}^k \)-smooth on the unit sphere, where \( N = I^k(f_\Phi^k) \).
It remains to show that $\Phi$ is equivalent to $N$.

$$N(u, s) \leq |u|^{k}f_{k}(|u|, s) \leq N(2^{k}u, s)$$

$$\frac{\Phi(u/2, s)}{2} \leq \Phi(u, s) \leq |u|^{k}f_{k}(|u|, s)$$

$$\leq \max \left\{ \left( \frac{|u|}{t} \right)^{k} \Phi_{1}(t, s) : t \in [0, |u|] \right\}$$

$$\leq \max \left\{ \left( \frac{|u|}{t} \right)^{k} \Phi(t, s) : t \in [0, |u|] \right\}$$

$$\leq c_{0}(\Phi(u, s) + h(s))$$

and thus

$$\frac{1}{2}\Phi \left( \frac{u}{2^{k+1}}, s \right) \leq N(u, s) \leq c_{0}(\Phi(u, s) + h(s)).$$

\[\Box\]

## 6 Nakano spaces

The function $\Phi(u, s) = w^{p(s)}$, $p : \Omega \to [1, \infty)$ is a special case of Musielak–Orlicz function called Nakano function with a parameter. The space $L_{p(s)}(\Omega, \Sigma, \mu) = L_{\Phi}(\Omega, \Sigma, \mu)$ is called Nakano function space. We will apply Theorem 1 in order to prove the following:

**Theorem 6** Let $p : \Omega \to \mathbb{R}^{+}$ and $1 \leq p = \text{essinf}_{s \in \Omega} \{p(s)\} \leq \overline{p} = \text{esssup}_{s \in \Omega} \{p(s)\} < \infty$. If $1 \leq k \leq \overline{p}$ then for any $\sigma$–finite measure $\mu$ on $\Omega$ the Nakano function space $L_{p(s)}(\Omega, \Sigma, \mu)$ admits equivalent $UG^{k}$–smooth norm.

**Proof:** As for a $\sigma$–finite measure $\mu$ on $\Omega$ the space $L_{p(s)}(\Omega, \Sigma, \mu)$ is isometric to $L_{p(s)}(\Omega, \Sigma, \mu)$ for a suitable probability measure $\nu$, we may without loss of generality consider only the case $\mu(\Omega) < \infty$, $\Omega$ free of atoms.

Put $N(t, s) = \int_{0}^{t} \frac{N_{1}(u, s)}{u} du$, where

$$N_{1}(u, s) = \begin{cases} 
  u^{p(s)+1}, & u \in [0, 1] \\
  u^{p(s)}, & u \geq 1.
\end{cases}$$

It is not hard to check that $L_{p(s)}(\Omega, \Sigma, \mu) \cong L_{N}(\Omega, \Sigma, \mu)$. On the other hand $\overline{p} = \alpha(N) \leq \beta(N) < \infty$. To finish the proof it is enough to observe that $N$ satisfies the conditions:
i) \( N(uv) \leq u^k N(v) \) for \( u \in [0, 1] \), \( v \in \mathbb{R} \) and a.a. \( s \in \Omega \);

ii) \( \lim_{u \to 0} \frac{N(u)}{u^k} = 0 \) for a.a. \( s \in \Omega \).

If \( \Omega \) is a countable union of atoms of equal mass then we get the Nakano sequence space \( \ell_{(p_n)} \). An equivalent definition for \( \ell_{(p_n)} \) is Definition 2.7

**Lemma 6.1** Every Nakano sequence space \( \ell_{(p_n)} \) is embedded isometrically in some Nakano function space \( L_{p(s)}(0, 1) \) for a suitable function \( p(s) : \Omega \to [1, \infty) \) with \( p = \inf_{s \in \Omega} p(s) = \inf_{n \in \mathbb{N}} p_n \).

**Proof:** Let \( \{p_n\}_{n=1}^\infty \), \( p_n \geq 1 \), \( 0 = a_0 < a_1 < \ldots < a_n < a_{n+1} < \ldots < 1 \), \( \lim_{n \to \infty} a_n = 1 \). Let \( h_n = |a_{n+1} - a_n|^{-\frac{1}{p_n}} \), \( p(s) = p_n \) for \( s \in [a_n, a_{n+1}] \) and

\[
x_n(s) = \begin{cases} h_n, & t \in [a_n, a_{n+1}] \\ 0, & t \notin [a_n, a_{n+1}]. \end{cases}
\]

Then \( \ell_{(p_n)} \) is isometric to the subspace of \( L_{p(s)}(0, 1) \) generated by \( \{x_n(s)\}_{n=1}^\infty \). Indeed, if \( \{c_n\} \in \ell_{(p_n)} \), i.e. \( \sum |c_n|^{p_n} < \infty \) holds:

\[
\int_0^1 \left| \frac{\sum_{n=1}^\infty c_n x_n(s)}{\|x\|_{(p_n)}} \right|^{p(s)} ds = \sum_{n=1}^\infty \int_0^{a_{n+1}} \left| \frac{c_n h_n}{\|x\|_{(p_n)}} \right|^{p_n} ds = \sum_{n=1}^\infty \left| \frac{c_n h_n}{\|x\|_{(p_n)}} \right|^{p_n} a_{n+1} - a_n = \sum_{n=1}^\infty \left| \frac{c_n}{\|x\|_{(p_n)}} \right|^{p_n} = 1.
\]

Now we are ready to prove

**Theorem 2** Let \( \{p_n\}_{n=1}^\infty \) be such that \( 1 \leq p = \lim_{n \to \infty} p_n \leq \limsup_{n \to \infty} p_n < \infty \) and the set \( A = \{n \in \mathbb{N} : p_n < p\} \) is finite. Then there exist an equivalent \( UG^p \)-smooth norm in \( \ell_{(p_n)} \).

**Proof:** First let us note that \( \ell_{(q_n)} \cong \ell_{(p_n)} \) for

\[
q_n = \begin{cases} p_n, & p_n \geq p \\ p, & p_n < p. \end{cases}
\]

By the previous lemma \( \ell_{(q_n)} \hookrightarrow L_{q(s)}[0, 1] \) and \( 1 \leq p = \essinf_{s \in [0, 1]} |q(s)| \leq \esssup_{s \in [0, 1]} |q(s)| < \infty \). The result now follows directly from Theorem 6.

**Remark 6.1** Theorem 2 holds true and if the set \( A = \{n \in \mathbb{N} : p_n < p\} \) is not finite but \( \sum_{n \in A} C^{\frac{1}{p - p_n}} < \infty \) for some constant \( 0 < C < 1 \). It follows from [2]. Moreover \( \ell_{(q_n)} \cong \ell_{(p_n)} \), where

\[
q_n = \begin{cases} p_n & \text{if } n \notin A \\ p & \text{if } n \in A. \end{cases}
\]

Now from Theorem 2 we get that \( \ell_{(p_n)} \) admits equivalent \( UG^p \) norm.
Remark 6.2 If $p_n \geq p$, $p$ odd integer and $\lim_{n \to \infty} p_n = p$ by [11] the space $\ell_{(p_n)}$ is $UF^{p-1}$-smooth and there is no $p$-times Fréchet differentiable bump in $\ell_{(p_n)}$. On the other hand Theorem 2 implies the existence of equivalent $UG^p$-smooth norm. The same remains true for $p$ even if $\ell_{(p_n)}$ is not isomorphic to $\ell_p$, which is $F^\infty$-smooth.
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